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GENAI, DISINFORMATION, AND 
DATA RIGHTS IN U.S. ELECTIONS

EXECUTIVE SUMMARY
Five main trends regarding AI and the 2024 US presidential elections stand out:

• Many cases of generative AI used during the 2024 U.S. election are extensions of mis- 
and disinformation strategies from previous elections.

• Both proposed and actual uses of GenAI during the U.S. contest rely upon manipulation 
of information related to electoral processes, offices and vendors via a range of media 
formats (video, image, audio, and text).

• Actors behind these use cases work to leverage the cachet of trusted messengers and 
messages shared via a trusted mode of communication — i.e., in a particular language or 
cultural vernacular.  

• Conversely, as with prior digital propaganda campaigns, such AI-driven efforts focus 
upon eroding public trust in institutions as a goal in and of itself. 

• They take advantage of Big Tech’s ineffective mitigation measures and lax 
government regulation.
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October 2024, https://mediaengagement.org/research/generative-artificial-intelligence-and-
elections
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NOTEWORTHY HIGHLIGHTS
Two reasons underpin concerns about voter manipulation in the US with Artificial 
Intelligence (AI) content in the 2024 presidential election:

• Prominent stakeholders have been sharing AI-generated false content already. 
One prominent example was previous president Donald Trump sharing alleged 
endorsements by Taylor Swift on social media.

• High sophistication of US campaigning. US campaigners, political marketers and 
strategists are amongst the most-organized and well-funded around the world. In 
addition, campaigning for US presidential elections runs for multiple months which 
opens the door for testing several different tactics over this time – compared to 
e.g., the UK where the national election took place 25 working days after it was 
announced.

Two unique findings stand out:

• Data rights, and associated laws, are evolving and corresponding AI policies are on 
the horizon. 19 U.S. states now have comprehensive privacy laws, all of which include 
a right to delete one’s data. 17 of them contain some form of right against automated 
decision making.  Those working to create laws at the intersection of data privacy and 
AI are struggling to contend with the rapid speed of innovation and sheer size of data 
gathering in the industry. 

• Some firms working in the political GenAI space are non-transparent about how they 
leverage voter data, who they target with their technology, and how their models are 
trained and maintained.  New data rights provide those most likely to be targeted with 
disinformation and/or hyper-individualized political messaging with the opportunity to 
hold both Big Tech and political campaigns accountable.

One important, underreported finding emerged:

• Requested synergy between the message and the messenger for impactful political 
campaigning.  While GenAI can create effective messaging, it does not have abilities 
on the same scale to become a trusted messenger in tightly knit communities. This 
leaves room for interventions on behalf of trusted messengers who are embedded/
trusted in communities and whose online messaging hence carries more value over 
other content seen online. 
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INTRODUCTION
There is an irony in discussing the role of generative artificial intelligence (GenAI) in 
spreading political propaganda, as “AI” is itself a propaganda term in part designed to 
obfuscate and confound the reality of the technology.1 2024 has seen a variety of tools 
labeled as GenAI (tools that can generate content such as text and images based on 
prompts) come into increasingly common use by political campaigns in the United States. 
GenAI offers new challenges for organizations and individuals seeking to mitigate the harm 
of political misinformation (false content unintentionally spread) and political disinformation 
(false content intentionally spread). 

However, the usage of GenAI tools in United States politics is only sporadically documented, 
and much of the writing about their impact is speculative. Through a review of publicly 
available reporting about GenAI’s documented and potential political uses, this paper 
presents both an argument and a question about the role of these tools in the election cycle 
of the United States: it argues that many of the proposed and documented use cases of 
GenAI in the election cycle of the United States can be understood as extensions of mis- and 
disinformation strategies from earlier election cycles, and it asks how voters and civil society 
orgs can use recently acquired data rights as new paths to accountability when GenAI is 
used to spread mis- and disinformation in their communities.

▶▶ ▶▶

KEY TERMS
• Generative Artificial Intelligence (GenAI) refers to computer systems that 

draw on extremely large datasets to make statistical inferences about the 
relationship between words in a body of text or pixels from an image. From 
these inferences, GenAI systems can produce human-like content quickly in 
response to human-provided prompts.

• Large language models (LLMs) are a form of GenAI that are trained on billions 
of words of human-produced text. For example, ChatGPT is powered by an 
LLM.

• Synthetic Media, or “deepfakes,” can be created by generative AI in the form of 
imagery, audio, or video. 

▶▶ ▶▶
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NEW METHODS FOR OLD TRICKS
The Cybersecurity and Infrastructure Security Agency (CISA) has outlined a taxonomy of 
risks from GenAI in the United States during the 2024 election cycle, which may target 
election processes, offices, or vendors.2 These risks are: video (text to video, deepfakes); 
image (text to image, AI altered image); audio (text to speech, voice cloning); and lastly, text 
(text to text, generated by large language models, or LLM).

In addition, Wired.com has started a database of GenAI content in the 2024 US election 
cycle. As of writing, this database contains 15 examples of various image, audio, chatbot, 
video, and text-based GenAI content that has been used or shared by political figures or 
official political accounts. There are more examples from the current election cycle than 
what are covered in Wired’s database, but the database acts as a summary and cross section 
of the types of manipulation that are utilizing AI strategies. Reporting like this acts as context 
for what systemic risks discussed later in this paper look like in practice. The database 
examples are distributed as follows:3 3 image-based examples, 4 audio-based examples, 3 
chatbots, 4 video examples, and 1 text-based example.

This paper first considers both the CISA framework and Wired’s examples, then argues for 
a new understanding of GenAI in the 2024 U.S. elections: it argues that without minimizing 
the new and unique risks posed by GenAI, we can understand it, in part, as an extension 
of existing strategies from previous election cycles. This paper bridges the gap between 
existing conversations about mis- and disinformation and the new ones instigated by 
the mass availability of GenAI tools. The following sections therefore categorize CISA’s 
taxonomy of the risks of GenAI in relation to previously  documented mis- and disinformation 
strategies. 

The CISA framework and the Wired database employ similar taxonomies of the types of 
content generated by AI systems. However, the CISA taxonomy has a focus on “foreign 
nation state actors” and “cybercriminals”. The Wired database, while discussing the same 
types of content, primarily consists of domestic political actors using these strategies. The 
sections below contextualize AI tools as an extension of existing strategies used often by 
domestic political actors.

False Election Information Spread Through Trusted Sources and in Various Languages
The CISA taxonomy describes the following AI content as a risk to election processes: 
“Chatbots, AI-generated voice, or videos could be used to spread false information about 
time, manner, or place of voting via text, email, social media channels, or print.” 
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It has been verified that false information about elections is being created by GenAI. 
For example, AP News reports that inaccurate voting information is being generated by 
chatbots.4 However, the reporting on this topic focuses on the mistakes made by the 
GenAI, not on the ways in which this misinformative messaging may be targeted at voters 
by political actors.5 While of course there is a risk when any individual treats GenAI as a 
trusted source for election info (and GenAI chatbots exist that claim to guide users through 
understanding elections and candidates), in the context of political campaigning, a message 
is useless if it cannot be delivered. Who is targeting this inaccurate information at voters?

In 2020, a popular new strategy among many political consultants was a form of hyper 
targeting called relational organizing.6 This strategy uses data to identify a trusted 
member of a community and then targets that trusted community member to deliver an 
inaccurate message, sometimes knowingly (disinformation) and sometimes unknowingly 
(misinformation). This method was used in 2020 to spread false information about voting 
rules7— no GenAI required. 

The lesson of relational organizing is this – effective political messaging often requires the 
right message and the right messenger. GenAI that is trained and fine-tuned on a specific 
population’s vernacular8 has potential to create effective messaging. However, GenAI does 
not have the ability to easily become a trusted messenger in tightly knit communities, 
such as those that primarily rely on encrypted messaging apps. The parallels between the 
strategies prominent in 2020 and the risks identified by CISA demonstrate that, while GenAI 
may offer new ways to create messaging, the strategies for disrupting elections often 
remain the same.

While there is evidence that foreign actors are using GenAI to target Americans with political 
messaging, it is unclear if it is more effective than other forms, either in its scale or in its 
ability to persuade a specific population.9 GenAI’s ability to produce or parse information at 
scale seems to be an advantage in some situations. For example, an article from Chatham 
House discusses a specific technique, known as rumor bombing,10 that is made easier 
through the use of GenAI, as it relies on the mass production of specifically crafted content 
for messages. In addition, some political data consultants state that the sheer number of 
data points about voters that campaigns now hold cannot be made useful by a human, but 
can be leveraged by GenAIs11 that can use this data to create targeted messages.

The question of whether GenAI is more effective at persuading particular populations is less 
clear. Some speculate that GenAI may be used in American elections to increase information 
accessibility through translation.12 Mis- and disinformation tactics in the U.S. often use 
translation and taking advantage of language capabilities as a vector,13 for non-English 
language communities traditionally receive less oversight14 from Big Tech companies when 



GENAI, DISINFORMATION, AND DATA RIGHTS IN U.S. ELECTIONS 6

tech tools are used to target them with harmful content. (These are often the same Big Tech 
companies that are releasing GenAI tools to the public: Meta is an example of this.15) Another 
potential avenue for using GenAI to persuade particular populations is in the targeting of 
local, rather than national, politicians. While deepfakes of national figures are becoming 
increasingly common,16 there are far fewer reports of AI imitation of local politicians. GenAI 
trained on the data of specific populations may increase this type of propaganda localization.

Eroding Trust is the Goal
Those spreading disinformation in U.S. elections often seek to sow general distrust in media 
and journalists:17 the danger of GenAI disinformation does not rely on the quality of any 
single post, but on increasing the perception that all media is untrustworthy. As CISA notes, 
surveys have confirmed that the public perception of the political risks from GenAI content 
is as much a part of the issue as GenAI content itself, for this perception of risk is eroding 
the public trust in media.18 This holds even more true when the actual risks of GenAI—such 
as its ability to generate hyper-targeted messaging—are overblown19 or misrepresented by 
marketers.

Hype around GenAI is thus a part of this trust erosion. Propagandists rely on hype around 
new technologies to sow fear and to gain the trust of those in positions of political power. 
According to reporting from Business Insider,20 some political actors hold that GenAI 
can now or will soon be able to predict public opinion; the article references a preprint 
research paper indicating that this is indeed possible.21 However, without transparency and 
explainability22 of the models and from campaigners using GenAI, these claims are difficult to 
validate. The fundamental questions here are the same as those underlying the Cambridge 
Analytica scandal:23 something is wrong here, this data should not be used in this way, but 
what is the actual effect of this misuse, and how do we distinguish that effect from the effect 
of the hype around it? 

According to research at the University of Chicago, the perception of manipulation by 
GenAI may be a bigger issue than actual microtargeting accomplished through GenAI, 
and the perception of manipulation may be exacerbated as a small number of powerful 
tech companies centralize power and control of GenAI models and how they are used and 
moderated.24 As reported by Brookings,25 GenAI may also contribute to the so-called “liar’s 
dividend”—the ability to persuasively claim that “true information is false by relying on the 
“belief that the information environment is saturated with misinformation.”

In addition, bias, or perceived bias, of GenAI chatbots has become a flashpoint, and new 
publicly available bots are closely examined for bias.26 However, this is an extension of 
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existing distrust of social media companies, which frequently are accused of political bias 
and of manipulating their algorithms to express that bias. This extends to GenAI; just as 
users may fail to trust information on a social media platform because they perceive the 
platform to be biased, they may disbelieve actual true information, assuming instead that it is 
false information, created with or manipulated by GenAI. 

Some efforts have been made to measure the bias and reliability of publicly available GenAI 
services. For example, a journalist from Fast Company queried chatbots with political 
questions relating to the US election cycle, seeking to assess which (if any) of the publicly 
available options was reliable. This is one example of a relatively common genre of political 
reporting this election cycle, where journalists demonstrate the biases and efficacy of 
various chatbots by prompting them with political questions.27

Another use case for GenAI is to aid in running bot networks to manipulate the algorithms 
of social media companies.28 This tactic—coordinated manipulation of social media 
algorithms—is already a known strategy for political actors.29 When GenAI is used to create 
content to manipulate not at the individual level but at the platform level by spreading many 
messages containing similar viewpoints, it can be seen as an extension of this existing 
strategy. 

GenAI tools are not homogeneous, and it is currently difficult to understand whether 
the abilities of any of particular tool in generating content that can manipulate political 
discourse has been overblown. As discussed in the following section, this requires a level of 
transparency that is not currently accomplished through self or government regulation.

Taking Advantage of Big Tech’s Ineffective Mitigation Measures and Lax Government 
Regulation
In response to the controversies around the use of GenAI in elections, some GenAI 
companies attempt to ban chatbots from answering election related questions at all.30 
However, this may contribute to the general sense of distrust engendered by GenAI 
(thus increasing general distrust of the media, as previously mentioned); it may also have 
unintended consequences, such as when GenAI chatbots, in an effort to avoid political 
topics, inadvertently fuel Republicans’  narrative that the 2020 election was “stolen” by 
refusing to state that Joe Biden legitimately won the 2020 election.31

ChatGPT has worked to prepare for the 2024 US Presidential election by, for example, 
adding “attribution and links.” This is a step forward. However, due to the size of the platform 
and the nuance and unpredictability of its results, the technology can still be used by political 
actors.32 It is difficult for GenAI companies to enforce bans on political uses of their services 



GENAI, DISINFORMATION, AND DATA RIGHTS IN U.S. ELECTIONS 8

in practice.33 For one thing, these policies fail to address the role of data rights (addressed in 
the next section), such as deletion and objection to automated decision making; they focus 
on the output of the model rather than how the model is created, which is at the core of the 
issue.

A GenAI may also provide users with false political information that the user does not know 
is false.34 This is a form of misinformation. As reporting in The Verge has pointed out,35 
OpenAI’s policies rely on users identifying and reporting on inaccurate content. This, too, is 
an existing trick deployed through new technology; there was a similar lack of transparency 
in existing political SMS texting in 2020 that made it difficult or impossible for voters to 
vet information without the help of outside reporting.36 Again, attribution and sourcing are 
indeed an issue with GenAI, but they are not a new issue, for they have been part of mis- and 
disinformation in US elections since long before the normalization of GenAI. 

To remedy this issue, OpenAI again attempts to address the content of its output, not the 
creation of the model; while it seeks to provide only authoritative election information37 
and to provide transparency about where the information comes from, it does not offer 
transparency about the creation of the model itself. It is unclear whether OpenAI’s 
“authoritative voting information” is being used to train the model so that it returns accurate 
synthetic answers to political queries, or whether users are manually redirected to certain 
resources when they use certain keywords. (It is common for GenAIs to have filters applied 
to their output that are not generated by or from the model itself.) In the same way, Meta 
focuses on transparency of generated content,38 not on transparency about models 
themselves. 

Just like in previous elections cycles in 2016 and 2020, with GenAI, much of the decision 
making about what content is or is not allowed to be disseminated online lies in the hands 
of  small number of people making decisions at a small number of powerful companies39—
the companies who build GenAI tools and the companies that are used by disinformation 
spreaders to maintain their messaging infrastructure and reach. In some cases, such as 
Meta, the same companies provide both; the platforms that provide GenAI tools are the 
same platforms where mis- and disinformation spreads.

According to research from the Center for Media Engagement,40 political consultants are 
considering using GenAI to build region-specific phone banks for voice calling. It is unclear 
if this will increase the scale of political phone banking, or just remove the human actors 
from the picture. Again, we see that this is not an entirely new strategy, but a new tool to 
accomplish an old strategy: these GenAI phone banks parallel the SMS phone banks that 
existed in 2020, which were semi-automated tools that auto-filled SMS messaging and 
required human actors to click the send button at a rapid pace to circumvent regulations.41 
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GenAI regional phone banks might parse bigger data sets to target people or use 
personalized text generated by GenAI for the messages, and might even do away with the 
need for human actors to personalize text and click the send button. The generation of 
regionalized text, voices, vernacular, and languages potentially makes these strategies more 
viable with smaller teams of volunteers or paid phone bankers.

One difference is that, according to analysis from Brookings,42 AI makes the generation of 
content easier at scale. Twilio, one of the largest providers of automated anonymous political 
text messaging for the 2020 election, is already integrating a GenAI into its platform, built on 
OpenAI.43 It remains unknown how much GenAI will expedite the process of creating false 
content, for it is possible that even at scale, human moderation and fine tuning will remain a 
necessary step.44 

As demonstrated by the history of political SMS texting, political actors experimenting with 
new technologies understand that they don’t have to be faster than U.S. regulators, just 
fast enough to get through an election cycle. In state-level regulatory bills, we again see the 
pattern emerge: these bills focus on transparency around already-created content (such as 
requiring disclaimers on GenAI created media) rather than on transparency around the data 
used to train and create models.45  

Regulations of GenAI political campaigning should take  a comprehensive approach that 
considers official campaigns, unofficial actors, GenAI companies whose primary clients are 
political actors, and general purpose models whose tools are being co opted for political 
purposes.  For instance, even if states or the federal government regulate official campaigns’ 
use of GenAI, there remains the question of how it will be used by PACs and dark-money 
organizations.46 Often, the risk comes not from the company that created the model but the 
company that licenses it.47 This is true of GenAI just as it is of the semi-automated political 
texting apps like Twilio that underly much SMS misinformation and disinformation: the 
company makes the tech, and those who use the tech can create whatever content and 
choose whatever targets they wish, without regulation interfering in meaningful ways.48

As we approach the 2024 election, many mitigation strategies for political usage of GenAI 
have been proposed and are being explored. Recommendations from Stanford and the 
University of Chicago offer insight into some potential mitigations.49 During the elections, 
some civil society organizations could demand that political actors publicly pledge not to 
use deceptive GenAI content, and organizations that represent the political interests of 
minority communities can be incorporated into the building of GenAI models that target 
those specific communities. Campaign regulations could be changed to require political 
actors to be transparent about which model is being used so that affected populations 
seeking transparency can audit for biases by querying the model themselves.50 While there 
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is little evidence that those building or using GenAI models in the 2024 cycle are adopting  or 
responding to these proposed mitigations, there is one potential avenue to explore: part two 
of this paper explores a new path for accountability that is open to communities whose data 
is being used to train GenAI models: focusing on claiming and protecting their data rights.

DATA RIGHTS, OR WILL THEY RETRAIN THE MODEL?
As of this writing, 19 U.S. states have passed comprehensive privacy laws. All 19 of these 
laws including a right to delete one’s data, and 17 contain some right against automated 
decision making.51 AI-specific laws are following close behind.52 Privacy rights and AI-related 
rights overlap in many places,53 such as in the regulation of algorithmic fairness,54 though in 
some places privacy laws are not sufficient in mitigating the use of AI because of the speed 
with which AI companies collect and incorporate data.55

The use of data rights to regulate AI use has some drawbacks. It is unclear whether existing 
disclosure requirements—the requirement that content created with GenAI be labeled for 
transparency—will extend to GenAI when it is used to target a voter, or require the disclosure 
of the specific company whose AI was used to do the targeting, including for politically 
focused GenAI firms, such as Votivate.56 For example, if a political organization uses a model 
to generate a message, the disclosure may include the name of the organization without the 
name of the company who owns the model, or vice versa. Both pieces of information are 
necessary to effectively carry out data rights.

Data rights requests require voters and civil society organizations to know which models 
are being used to generate hyper-targeted content.57 As the number of models available to 
the public grows, relying on self-regulation (which is already lax and narrow) by the largest 
providers of general purpose models becomes less viable. Currently, cheaper and cheaper AI 
models are being released,58 a trend that is sometimes referred to as the “democratization” 
of GenAI; as cheaper models and specialized models built by political consultants become 
more commonplace, increased transparency can ensure that users know who to contact to 
assert their data rights. 

Currently, though, smaller GenAI firms offer very little transparency. Firms such as Civox59 
(which was actively used to generate content for a Pennsylvania campaign) and Votivate 
(which, as reported by The Nation, claims to offer “high-quality individualized media aimed at 
moving voters to action”) offer very little transparency about where their data comes from 
and how their proprietary AI models are trained and maintained. This also leaves open the 
question of how voters and organizations can request transparency and assert their data 
rights when smaller firms go out of business, do not reply to queries, or lack the internal 
infrastructure to in good faith reply to queries meaningfully. In a scenario where political 
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propagandists are relying on many smaller firms and models, making data deletion requests 
to all of them becomes less feasible. For example, as of this writing, the previously mentioned 
Votivate, offers a data rights form that does not mention anything about its GenAI models.60

However, this proliferation and fragmentation of the market does not mean that the data 
rights approach is not viable. Enforcement of regulation combined with the systemic use 
of data rights can make this approach work. First, organizations with fewer resources—the 
very groups most likely to need to rely on GenAI to create content—are also likely to rely on 
one or two of the most popular and easily available public models. These organizations may 
attempt to circumvent self regulation of these large models. Systemic strengthening and 
data rights at the level of state authorities, combined with system use by data subjects, may 
be an effective way to increase transparency and audit whether or not these self-regulations 
against political usage are being effective.

Strengthening data rights at the federal and  state levels could also help to address the 
problem of data brokers: to assert their data rights with data brokers, users must currently 
reach out to many different organizations one by one.61 This is a similar situation to a 
fragmented AI market, where a users must make individual requests to many different 
companies running smaller models. Similar strategies to those developed to help individuals 
use their data rights with data brokers, such as the data broker registries created in California 
and Vermont62, can enable voters to understand which GenAI companies are used to target 
their communities with messaging. Similar registries for GenAIs used in politics will help 
make data rights effective as localized models become more commonplace. This would 
compensate for a lack of self-regulation from smaller GenAI firms, which are less likely than 
large firms to have any form of processing in place for data rights. For example, the company 
Civox mentioned earlier in this report does not offer information about privacy rights on its 
website.63

OpenAI and ChatGPT are already being openly used for political purposes, as when ChatGPT 
was used in Philadelphia to generate fabricated positive news stories about a sheriff.64 And 
these two, being among the largest, most popular tools, are also likely to be used to facilitate 
cyber attacks on elections, where malicious actors iterate on publicly available tools to find 
what is most useful to their ends. This further bolsters the idea that these models are a point 
at which data rights could be asserted to achieve accountability.65 These companies cannot 
be relied upon for effective self-regulation. Communities that are being effected by AI 
generated political messaging can use data rights to systemically hold them accountable and 
push for transparency. State level authorities can employ the new privacy laws’ enforcement 
mechanisms to ensure the responses from these large companies are meaningful, and this 
will set the standard for the smaller firms creating localized models. Access to data is already 
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becoming a battleground that intersects with the politics of GenAI use for both large scale 
models66 and models developed specifically for politics.

Political organizations that use data for hypertargeting have long played a game of keep 
away with transparency and user rights. It is very difficult to get data from data brokers or 
from centralized databases that are controlled by an individual party, and even when a user 
can identify the source of a message, they are unable to identify where or how their data was 
used to inform it. There is a parallel between this and AI generated messaging targeted at a 
specific group.  Communities are already self organizing to counter mis- and disinformation67 
on platforms that are vulnerable to chatbots, and these communities are advised to enlist 
legal support 68 to also mitigate GenAI related harms. 

The assertion of deletion rights depends on an increased level of transparency from both 
the providers of GenAI tools and the political actors who use the tools. For example, both 
Meta and OpenAI already provide self service tools to request the deletion of data from 
training models. However, both of these companies employ a very narrow view of what 
can be deleted. Both companies require users to provide both the prompt and the output 
that generated their personal data. This is an insufficient and non compliant approach for 
several reasons. First, people should be able to opt out of having their data used to train 
models without concrete evidence that the model will output their identifiable personal data. 
Second, requiring a user to figure out how to prompt the model to produce their personal 
data is onerous. Just because an individual cannot construct the proper prompt does not 
mean that it is impossible to do so. This approach thus puts an unfair burden on a user, who 
may not even know what kind of data for which to prompt for. Third, in this scenario, if the 
user is not the one who queried the model, then they cannot request that their data be 
deleted. This scenario is particularly problematic for the use of GenAI in politics, because it is 
the campaigners who are using and potentially generating personal data, not the voters. 

For these and other reasons, collective action around data rights may be more feasible for 
civil society organizations attempting to hold GenAI accountable within the US presidential 
election cycle than individual requests. Collective actions and collective deletion requests 
may detour around these companies’ purposefully difficult request portals and policies.
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Figure 1: Meta requires the ability to query their models in order to use data rights.

Collective assertion of their data rights can enable communities to object to their data being 
used to generate and target personalized harmful messages in their vernacular. 

According to the Stanford University report “Regulating AI Through Data Privacy,” 
“consumer rights to delete and correct must extend to data embedded within such models 
in order to be meaningful.”69 This report describes how deletion rights can be implemented 
without retraining entire models. In addition, some state privacy laws contain provisions 
allowing organizations to assert privacy rights on a user’s behalf.70 These provisions can be 
leveraged by organizations in diaspora and minority communities in the United States to 
facilitate mass deletion requests. We might think of these organizations as what Katharine 
Miller of Stanford calls “data intermediaries,” a collective that negotiates for the data rights 
of a group.71 There is existing precedent for the use of data rights as a leverage tool in both 
collective governance and in attempts to hold Big Tech companies accountable to vulnerable 
populations.72 

CONCLUSION
In summary, GenAI creates new challenges for organizations that have been attempting to 
counter mis- and disinformation since the 2020 election cycle. However, just as GenAI has 
changed the landscape of mass scale political messaging, new data rights are changing 
the landscape of ways to fight back, providing a way for the populations most  likely to be 
beset by hyper-targeted GenAI-created messaging to hold accountable both the Big Tech 
companies that produce the technology and the political campaigners who exploit it.
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Figure 2: Meta’s portal to request the deletion of Third Party Information from its GenAI tools

Figure 3: OpenAI’s Personal Data Removal Request form
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