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Ensure people’s 
safety

This signal is part of Civic Signals, a larger framework to help create better digital public spaces.  
We believe it’s a platform’s responsibility to design the conditions that promote ideal digital public 
spaces. Such spaces should be designed to help people feel Welcome, to Connect, to Understand 
and to Act. These four categories encompass the 14 Civic Signals.
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Safety is a state of being protected from 
harm or danger, which can range from 
malware, identity theft, harassment and 
cyberbullying to internet addiction,  
sexual victimization, and exposure to  
violent material.



Social networks might bring people together but 
can also pull them away, can bring evilness too,  
so we have to wise up… especially with kids.”  
– Miguel, Brazilian focus group participant
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Putting the Signal  
Into Practice

 •  For both algorithmic and human content 
moderation, increased transparency in 
moderation decisions can help newcom-
ers to learn a platform’s rules, and lower 
the potential for violations, researcher 
Shagun Jhaver and collaborators have 
argued. https://www.cc.gatech.edu/~s-
jhaver3/Removal_Explanations.pdf 

 •  Giving people a voice in rulemaking, and 
considering the community’s social norms 
when determining rules, can result in more 
effective safety guidelines. For example, in 
addition to platform-wide guidelines, Red-
dit allows individual forums (“subreddits”) 
to have their own rules tailored to their 
community around issues like harassment, 
hate speech, and inappropriate content. 
https://www.reddit.com/r/modnews/
comments/42o2i0/moderators_subred-
dit_rules_now_available_for_all/ 

 •  Promoting safety doesn’t always mean 
removing content. Tumblr displays an 

“Everything okay?” message of support, 
along with resources, when people search 
on the platform for content related to 
self-harm. https://support.tumblr.com/
post/74751945752/everything-okay 

 •  When it comes to parental control 
strategies, it’s best if youth are involved 
through participatory design, work 
by researcher Brenna McNally and 
colleagues demonstrates. https://
pearl.umd.edu/wp-content/
uploads/2018/08/2018-McNally-CHI-Pa-
rentalMobileMonitoring-Paper.pdf 

 •  Games and storytelling can be used to 
help children and adolescents understand 
online risks, as researcher Fotis Lazarinis 
and colleagues detail. Here are seven 
such games: https://www.makeuseof.
com/tag/6-internet-safety-games-kids-
cyber-smart/ 

 •  Common Sense links to a number of 
children’s lesson plans about online 
safety.  https://www.commonsense.
org/education/articles/23-great-les-
son-plans-for-internet-safety

Why It Matters 

When people feel safe, they get more out of their online interactions. Being safe means 
feeling protected from reputational and physical harms. In contrast, feeling unsafe can 
lead to withdrawal from online spaces. Online safety is particularly important to consider 
for vulnerable people such as children, and for marginalized groups, who can be further 
marginalized by threats to their safety.
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What the Signal Is

In its most basic definition, safety is a state 
of being protected from harm or danger. 
Harm, in turn, results from specific threats or 
vulnerabilities. 

In an online context, discussions of online 
threats fall generally into a few major cat-
egories. Synthesized from various works, 
including those from social media scholar 
danah boyd and communication scholar 
Eszter Hargittai; informatics researcher 
Emmanouil Magkos and colleagues; and 
safety and security researcher Heidi Hartika-
inen and colleagues, these include: contact 

threats (physical harm, e.g., sexual victimiza-
tion); content threats (psychological harm, 
e.g., exposure to violent material); computer 
threats (direct harm from tech; e.g., malware 
or internet addiction); and commercial 
threats (harm from manipulation, e.g., spam 
or phishing).   

Safety in online spaces is best explained in 
the context of the types of harm that might 
occur; what do participants in that space 
need to be kept safe from? 

For example, digital literacy education 
or monitoring tools for children and ad-
olescents often focus on threats such as 
inappropriate content (e.g., pornography, 
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graphic violence), predators, cyberbullying, 
phishing, screen addiction, and information 
security (e.g., password practices). 

Adults in online spaces are at risk from many 
of these safety threats as well—for example, 
spam, phishing, hacking, identity theft, 
internet addiction, triggering content, online 
harassment, and privacy violations. Some 
harms are “felt” online only, and others occur 
offline, brought on by online threats—for 
example, doxxing (revealing someone’s 
personal information online) leading to a 
real-world confrontation. Human-computer 
interaction (HCI) researchers Jessica Pater 
and Beth Mynatt have also pointed to the 
role that online communities play in the 
exposure and encouragement of self-harm.

Safety should also be considered not only 
at the individual but at the collective level, 
as emphasized by HCI researcher Morgan 
Klaus Scheuerman and colleagues in their 
analysis of online safety for the transgender 
community. Some harms have implications 
beyond the individual and instead affect 
entire communities. For example, online 
hate speech can contribute to the prolifera-
tion of racism, and disinformation is a threat 
to society as a whole. We discuss racial 
tolerance under our Encourage the Human-
ization of Others signal, and disinformation 
under Show Reliable Information.

Finally, it is important to note that partici-
pants in online communities are not equally 
vulnerable to these threats. Risk and harm 
are often disproportionate for marginalized 
communities or people in otherwise vul-
nerable positions. Therefore, safety often 
cannot be defined universally. Potential 
threats and harms will vary not only from 
platform to platform, but participant to 
participant. 

As noted throughout the proposed signals, 
the focus is on elevating the positive, or 
outlining criteria for building public-friendly 
digital space: in this case, putting safeguards 
in place allows people to feel safe.

Related Concepts

There are a number of closely related 
concepts that help explain the landscape of 
online safety, including security and risk.

Though the terms safety and security are 
often used interchangeably, security can be 
seen as the process or actions taken to en-
sure safety. For example, locking your doors 
is a security measure taken to make you feel 
safe from someone entering your house. 
Similarly, in the context of online platforms, 
their security measures will determine 
whether participants on that platform are 
safe.

Additionally, though the concepts are related, 
safety should not be considered the opposite 
of risk. As noted by information science 
researcher Anthony Pinter and collaborators, 
because much of the literature around online 
safety (particularly as related to adolescents) 
equates harm to risk exposure, solutions are 
often focused on abstinence; if you disclose 
less information online or if you participate 
less online, you will be less exposed to 
threats and therefore be safer. However, harm 
is only a potential outcome of risk exposure. 
Therefore, reducing exposure to risk is not 
always the ideal solution for increasing 
safety, and can result both in decreasing the 
potential benefits of online interaction and in 
lessening the development of coping skills. 
Other strategies include threat mitigation and 
vulnerability reduction. 

https://staging.newpublic.org/uploads/2021/01/S3-Encourage-the-humanization-of-others.pdf
https://staging.newpublic.org/uploads/2021/01/S3-Encourage-the-humanization-of-others.pdf
https://staging.newpublic.org/uploads/2021/01/S10-Show-reliable-information.pdf
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Why It’s Important

Technologies, including online platforms, 
are typically not created with the intention 
of causing harm to the people who use 
them. However, harms experienced at both 
an individual and collective level are very 
real, causing people to feel unsafe online. 
Threats to safety, regardless of whether they 
are real or perceived, negatively impact the 
quality and enjoyment of people’s online 
interactions. This feeling can often lead to 
withdrawal from online spaces. For example, 
a recent study of online abuse among 
women in Bangladesh, by Google research-
er Nithya Sambasivan and collaborators, 
revealed that online safety is one of the larg-
est barriers to gender-equitable technology 
use. The opposite of this, real and perceived 
safety, can help people have positive digital 
experiences.

Online harms such as privacy violations can 
lead to serious physical safety threats. When 
someone is “doxxed,” their home address 
and other personal information is shared on-
line, which can have severe harms in the real 
world. As an extreme example, “swatting” 
is when someone calls in a false tip to the 
police, resulting in a SWAT team being sent 
to someone’s home; at least one individual 
has already been killed as a consequence. 
However, even when the safety threat is not 
physical, the psychological harm can be 
severe in cases of online harassment, where 
the content can be extremely offensive, 
derogatory, and violent. This type of content 
is harmful even for those who encounter it 
incidentally but are not the direct target.

Additionally, in the context of intimate 
partner violence, abusers often exploit 
technology for both surveillance and 

intimidation, including using social media 
platforms to stalk and harass their victims, as 
explored by security and privacy researcher 
Diana Freed and collaborators. Privacy 
violations can also lead to reputational as 
well as psychological harms. For example, 
both hacking and revenge porn have result-
ed in sexually explicit images being shared 
without consent; multiple such cases have 
resulted in the victims committing suicide, 
even when the images were fake.

Threats to online safety are also likely to 
further marginalize already vulnerable or 
marginalized groups, since participants in 
online communities are not equally vul-
nerable to these threats. Threats to safety, 
both offline and online, are amplified for, 
for example, women, people of color, and 
LGBTQ individuals. Some vulnerable com-
munities are at increased risk for threats like 
harassment, or experience disproportionate 
harms from threats like hate speech. These 
vulnerabilities are also intersectional—that 
is, compounded by intersecting identities 
and structures of power—as detailed in 
legal scholar Kimberlé Crenshaw’s theory of 
intersectionality. 

How We Can Move  
the Needle

One of the reasons that safety can be so 
difficult to tackle for online platforms is 
that it often involves stakeholder tensions: 
for example, the tension between keeping 
children or adolescents safe and respecting 
their privacy and autonomy. Much of the 
solution-oriented research around child and 
adolescent online safety covers education 
to help children understand risks (such 
as games and storytelling, as explored by 
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educational technology researcher Fotis 
Lazarinis and colleagues), or monitoring 
tools or parental control strategies (e.g., 
as explored by HCI researcher Pamela 
Wisniewski and collaborators). For the latter, 
some of the most promising work, such as 
that from HCI researcher Brenna McNally and 
collaborators, has involved youth as direct 
stakeholders, through participatory design 
methods focused on mitigating this tension. 
A number of researchers have concluded 
that strategies that emphasize digital literacy 
and communication that fosters trust may 
be more effective than pure restriction or 
monitoring. 

As another example of a value tension, one 
commonly proposed solution for negative 
behavior online that harms others, like 
cyberbullying or hate speech, is to decrease 
anonymity online. However, though it is true 
that in some cases anonymity can increase 
rule-breaking behavior, in other cases 
anonymity is what keeps people safe. For 
example, research from social computing 
researcher Andrea Forte and colleagues 
showed that some Wikipedia users remain 
anonymous in order to mitigate risks of 
harassment, reputation loss, surveillance, or 
even violence. Similarly, many people who 
participate in support communities (e.g., 
LGBTQ youth) might not use their real names 
due to potential privacy and safety threats, as 
detailed by information science researcher 
Brianna Dym and colleagues. Therefore, 
not all platforms should have “real name” 
requirements.

Another tension for online safety intersects 
with both inclusion and free speech. Inclusion 
on an online platform means that a diversity 
of individuals feel comfortable expressing 
their views; however, it is also possible that 
some views actively make the space less 

safe for others. Debates about where to draw 
the line between free expression on the one 
hand and hate speech and harassment on 
the other are happening in the context of 
almost every social media platform. See our 
signal Invite Everyone to Participate for more 
on inclusion.

Despite these tensions, from a policy per-
spective, platforms have to make decisions 
about what kind of behavior and content to 
allow or disallow in order to keep participants 
safe. For example, many online platforms 
have explicit rules against many of the threats 
described here, like spam and harassment. 
However, content rules can be difficult to en-
force, particularly at scale, which means that 
platforms typically rely on a combination of 
algorithmic and human content moderation, 
each of which has benefits and limitations. 
Social computing researcher Shagun Jhaver 
and collaborators have suggested that, for 
both paradigms, increased transparency 
in moderation decisions can both help 
newcomers learn rules and decrease the 
potential for future violations. 

Another strategy for making sure that rules 
most effectively ensure people’s safety is to 
give people a voice in rulemaking and/or 
consider social norms within a community 
when determining rules. Platforms might 
also allow sub-communities to create their 
own rules so that they can navigate their own 
safety concerns. For example, in addition 
to being bound by both content guidelines 
and “reddiquette” that include rules like 
“Remember the human,” individual subreddits 
on Reddit can have their own rules that 
moderators may enforce as they see fit. As a 
result, many subreddits have specific rules 
tailored to their community around issues 
like harassment, inappropriate content, and 
hate speech. Social computing researchers 

https://staging.newpublic.org/uploads/2021/01/S1-Invite-everyone-to-participate.pdf
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Casey Fiesler and Amy Bruckman have also 
shown that people are more likely to follow 
rules that reinforce social norms within a 
community than those that are imposed from 
the outside.

Of course, some communities or individuals 
are simply toxic, and can negatively impact 
an entire platform. Platforms might decide 
to ban certain content entirely (e.g., via 
hashtags, which as shown by social com-
puting researcher Stevie Chancellor and 
colleagues, is not always effective) or even 
entire communities. When Reddit banned a 
number of subreddits for repeated violations 
of rules around hate speech and harassment, 
social computing researcher Eshwar Chan-
drasekharan and collaborators showed that 
this action successfully decreased this type 
of content on the platform overall. In contrast, 
as an example of a strategy for promoting 
safety without removing content, Tumblr 
displays an “Everything okay?” message of 
support with resources when users search for 
content related to self-harm. 

Of course, rules can only go so far, and in the 
end, when platforms consider user personas, 
they must consider the bad actor. People 
with ill intent—predators, stalkers, harassers, 
racists—will be using that platform to harm 
other people. Platform designers need to 
anticipate these actions and potential harms, 
and design to mitigate them. This process 
should also include special consideration for 
vulnerabilities, which includes marginalized 
communities. Platform design has the po-
tential to reinforce existing power structures 
by making it easier or more difficult for 
certain voices to be heard, as highlighted by 
Scheuerman and collaborators. For these 
reasons, safety concerns for the most vulner-
able, even if they are not in the majority of the 
userbase, should be of high importance.

How to Measure

One traditional way of measuring safety in 
other domains, as explained by psycholo-
gist Rhona Flin and colleagues, has been 
“lagging indicators” such as number of ac-
cidents; however, there has been a growing 
movement towards more “leading indica-
tors” such as safety audits. In the context of 
online platforms, audits might look similar to 
“threat modeling,” which is a common prac-
tice in cybersecurity, and provides a method 
for determining potential threats and vulner-
abilities. In considering how threat modeling 
can be used as a foundation for security 
requirements, computer scientist Suvda 
Myagmar and collaborators have suggested 
that to identify threats, analysts should ask 
questions like: who are my potential adver-
saries, what are their motivations, and what 
are their goals?

Similarly, one can ask what threats to any 
kind of safety might exist on this platform, 
particularly as instigated by potential bad 
actors. What vulnerabilities do users have? 
And what aspects of platform policy or de-
sign would eliminate these threats? Rather 
than waiting until after harm has occurred to 
measure it, such forward-thinking analysis 
might help prevent harm before it occurs.

Another potential indicator is how safe 
people feel, which can only be measured 
by asking people on the platform this ques-
tion. One such method used by multiple 
researchers has been diary studies, in which 
users reflect at regular intervals on their ex-
periences on the platform as related to risks 
and threats to safety. Leaving such reports 
open ended (as opposed to defining specific 
threats) will also allow a platform to build 
a taxonomy of perceived threats to safety, 
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as security and privacy researcher Elissa M. 
Redmiles and colleagues have detailed. 

Redmiles et al.’s diary study asked partici-
pants to detail safe and unsafe experiences 
on Facebook, and found that both tended 
to fall into general categories of privacy, 
security, and community. As another ex-
ample, HCI researcher Pamela Wisniewski 
and collaborators’ diary study asked teens 
to report weekly on risks they encountered 
online that fell into four types: information 
breaches, online harassment, sexual solici-
tation, and exposure to explicit content.

Though designers should be engaging in 
speculation about potential harms, getting 
frequent feedback from users about their 
real experiences of harms is likely the best 
way to measure the overall safety climate 
on a platform.
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Expert Q&A

How does this principle help create a 
world we’d all want to live in?

The internet offers amazing potential for 
people to connect, learn, and support 
each other. However, threats to individual 
or community safety can overshadow or 
suppress the benefits. Frequent encounters 
with triggering content, harassment, privacy 
violations, disinformation, and hate speech 
(among others) will not only harm people at 
an individual level, but also communities at 
a collective level. Any measures that plat-
forms can take to mitigate these harms and 
ensure people’s safety on those platforms 
will result in better experiences, help people 
realize the benefits of online communities, 

and help to maintain an active userbase. 
Moreover, behavior online impacts the 
broader world, and minimizing problems like 
harassment and racism online also contrib-
utes to minimizing such harm more broadly. 

If you were to envisage the perfect social 
media, messaging or web search platform 
in terms of maximizing this principle, what 
would it look like?

Safety will look quite different on different 
platforms that have different userbases 
and purposes. However, in a general sense, 
safety should involve both discouraging 
bad behavior and encouraging pro-social 
behavior. This means a strong content mod-
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eration system where rules are contextual, 
clearly explained, transparent in terms of 
enforcement mechanisms, and determined 
with input from the community. Both policy 
and design can also encourage community 
members to look out for each other. 

How would you measure a messaging, 
social media, or web search platform’s 
progress against this principle?

Feelings of safety are highly subjective. 
Though there are some types of content 
that might be objectively detectable (e.g., 
hate speech), and platforms may find 

metrics that measure the presence of such 
content to be helpful, I think that engag-
ing directly with users is likely to provide 
more contextually sensitive and nuanced 
information about threats and safety on a 
platform. Importantly, such user research 
should involve a diversity of users and 
communities, with a focus on those who are 
particularly vulnerable to harm. Conducting 
such research at regular intervals should 
provide metrics of progress, and also allow 
platforms to discern the effectiveness of 
changes made to policy or design.
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We conducted a survey with participants 
in 20 countries to understand more deeply 
how the signals resonated with people 
globally. Please find more about the meth-
odology here. 

The survey asked people to evaluate wheth-
er it was important for platforms to “ensure 
that people feel safe,” and asked people 
to assess how well the platforms perform 
with respect to this signal. People were only 
asked about the platforms for which they 
are “superusers,” by which we mean people 
who identify the platform as their most used 
social media, messaging, or search platform.

We analyzed how different demographic 
and political groups rate the importance 
of this signal, as well as the platforms’ per-
formance. In particular, we looked at age, 
gender, education, ideology, and country. 
We did this analysis for five platforms: 

Google, Facebook, YouTube, Facebook 
Messenger, and WhatsApp.1 Only statistically 
significant results are shown and discussed.

1  The analyses include only countries where 
at least 200 people responded that the social/ 
message/ search platform was the one that 
they use most frequently, and then only those 
platforms where we had data for at least 1,000 
people. For Google, this includes all 20 countries. 
For Facebook, this includes 18 countries and 
excludes Japan and South Korea. For YouTube, 
this includes Brazil, Germany, Ireland, Japan, 
Malaysia, Singapore, South Africa, South Korea, 
and the United States. For Facebook Messenger, 
this includes Australia, Canada, France, Ireland, 
Norway, Poland, Romania, Sweden, the U.K., and 
the United States. For WhatsApp, this includes all 
countries except Canada, Japan, Norway, Poland, 
South Korea, Sweden, and the United States. Note 
that the total number of respondents varies by 
platform: Google = 19,554; Facebook = 10,268; You-
Tube = 2,937; Facebook Messenger = 4,729; and 
WhatsApp = 10,181. The larger the sample size, 
the smaller the effect that we are able to detect.

Survey  
results  

By Jay Jennings, Taeyoung Lee,  
Tamar Wilner, and Talia Stroud,  
Center for Media Engagement

https://staging.newpublic.org/uploads/2021/01/Method-for-survey.pdf


Data from the Center for Media Engagement. Weighted data. Asked of those who indicated that a given social media, messag-
ing or search platform was their most used. Question wording: Which of the following do you think it is important for [INSERT 
SOCIAL, MESSAGING OR SEARCH PLATFORM] to do? Please select all that apply. Data only shown for those countries where 
at least 200 survey respondents said that the platform was their most used social media, messaging, or search platform.

Importance of the Signal

We first examined whether platform superusers thought that the signal was important. For 
Facebook Messenger superusers in France, this was the most important of all 14 signals. 
It was second-most important for Messenger superusers in Norway and Romania; for 
WhatsApp superusers in Argentina, France, Mexico, and Romania; for Instagram superusers 
in Argentina; and for Facebook superusers in France and Romania. 

A ranking of “1” means that the signal was seen as the most important of the 14 signals for superusers of a given platform in a 
given country based on a survey of over 20,000 people across 20 countries. 
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Facebook Youtube Instagram WhatsApp FB  
Messenger Google

Argentina 3  2 2  3

Australia 3 8  3 3 4

Brazil 10 11 11 7  7

Canada 5    3 5

France 2   2 1 3

Germany 11 11 10 4  6

Ireland 3 7  3 3 3

Italy 5   3  5

Japan  4    4

Malaysia 12 12 11 10  11

Mexico 3   2  3

Norway 3    2 5

Poland 11    8 10

Romania 2   2 2 5

Singapore 8 11  4  5

South Africa 10   5  5

South Korea  12    6

Sweden 7  6  5 5

UK 4   3 3 4

US 5 10   3 5

1

2

3

4

5

6

7

8

9

10

11

12

13

14

Importance ranking: Ensure people’s safety

Signal most  
important

Signal least 
important
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Importance of the Signal by Age2

Age predicted whether people thought it was important to “ensure that people feel safe” 
for three platforms: Google, Facebook, and WhatsApp. For each of these platforms, those 
who were younger were less likely to say this signal was important and those in older age 
groups were more likely to say it was important.  

2  Results shown are predicted probabilities, calculated from a logistic regression analysis predicting that 
the signal is important based on age, gender, education, ideology, and country, each treated as a categori-
cal variable. The baseline (based on the excluded categories) is a 55+ year old male with high education and 
middle ideology from the United States (except for WhatsApp, where the baseline is South Africa).
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Importance of the Signal by Gender

For Google, Facebook, Facebook Messenger, and WhatsApp, men and women differed in 
the importance they ascribed to ensuring people’s safety. Women were more likely than 
men to say this signal was important for all four of these platforms. 



Importance of the Signal by Education

Respondents’ view of the importance of ensuring people’s safety differed by education 
levels for Google and Facebook. For both Google and Facebook, those with medium edu-
cation levels were the most likely to say that ensuring people’s safety was important. 
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Importance of the Signal by Ideology3 

There were differences across political ideology in those who say it is important to “ensure 
that people feel safe” for Google and WhatsApp. For Google, those on the political right and 
those who didn’t know their ideology were less likely to say this signal was important com-
pared to those in the middle. For WhatsApp, those on the political right were more likely 
to say this signal was important compared to those with other ideologies and those in the 
middle were more likely to say that this signal was important compared to those who didn’t 
know their ideology. 

3  Ideology was asked on a 10-point scale and people were given the option of saying “don’t know.” This 
was recoded into 4 categories (1 through 3, 4 through 7, 8 through 10, and “don’t know”).



Importance of the Signal by Country

There was significant variation by country for all five of the platforms we examined, based 
on how important people thought it was to “ensure that people feel safe.” The chart below 
shows the probability of saying that the signal is important by platform and by country. 
Overall, survey respondents in Romania and Argentina were the most likely to say this 
signal was important.  Sweden and Germany were the least likely to say this was important. 

20 Welcome: Ensure people’s safety

RomaniaArgentina

South AfricaMexico
Ireland

AustraliaBrazil

Singapore
Canada Japan

United Kingdom
Malaysia

France

United StatesNorway

ItalySouth Korea

Poland

Germany

Sweden

Romania

Argentina
South Africa

Mexico

Australia
United Kingdom Ireland

Canada

Singapore
France

MalaysiaBrazil
United States

Norway

SwedenItaly

Poland

Germany

South Africa

Ireland

Malaysia
SingaporeUnited States
Japan

Brazil

Germany

South Korea

Romania

Ireland

Canada

Australia

United Kingdom

France

Norway
United States

Poland

Sweden

Argentina
Romania

Mexico

South Africa

Ireland

SingaporeAustralia
Brazil

Malaysia
United Kingdom

France

Italy
Germany

0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

Pr
ob

ab
ili

ty
 o

f S
ay

in
g 

Si
gn

al
 is

 Im
po

rta
nt



Data from the Center for Media Engagement. Weighted data. Asked of those who indicated that a given social media,  
messaging or search platform was their most used. Question wording - Which of the following do you think [INSERT SOCIAL, 
MESSAGING OR SEARCH PLATFORM] does well at? Please select all that apply. And which of the following do you think 
[INSERT SOCIAL, MESSAGING OR SEARCH PLATFORM] does poorly at? Please select all that apply. Data only shown for those 
countries where at least 200 survey respondents said that the platform was their most used social media, messaging, or 
search platform.

Responses of “2” indicate that everyone in a particular country thought that the platform was performing well on a signal; 
responses of “0” indicate that no one in a particular country thought that the platform was performing well on a signal based 
on a survey of over 20,000 people across 20 countries. 
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Facebook Youtube Instagram WhatsApp FB  
Messenger Google

Argentina 0.9 1.0 1.1 1.0

Australia 0.8 0.9 1.1 0.9 0.9

Brazil 1.1 1.0 1.1 1.1 1.1

Canada 0.8 1.0 1.0

France 0.9 1.1 0.9 1.0

Germany 0.9 0.9 0.9 0.9 0.9

Ireland 0.9 1.0 1.1 1.0 1.0

Italy 1.0 1.0 1.0

Japan 1.0 1.0

Malaysia 1.0 1.1 1.0 1.1 1.0

Mexico 0.9 1.1 1.0

Norway 0.9 1.0 0.9

Poland 0.9 1.0 1.0

Romania 0.9 1.2 1.0 1.0

Singapore 0.9 0.9 1.0 1.0

South Africa 0.9 1.2 1.0

South Korea 0.9 1.0

Sweden 0.8 0.9 0.9 0.9

UK 0.8 1.1 0.9 0.9

US 0.8 0.9 0.9 0.9

Performance index: Ensure people’s safety
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Platform Performance on the Signal

For specific platforms, superusers were first asked to say on which of the signals they 
thought that the platform was doing well, and then on which of the signals they thought 
that the platform was doing poorly. We then categorized people’s responses as (0) believe 
that the platform is doing poorly, (1) believe that the platform is doing neither well nor 
poorly, or (2) believe that the platform is doing well.  Across countries, WhatsApp was rated 
as performing slightly better than neutral and Facebook slightly worse than neutral by 
superusers. 
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Platform Performance on the Signal by Age4

Only for Facebook and Facebook Messenger did the responses about performance in 
ensuring that people feel safe differ by age. Those in the youngest age group (18-24) gave 
the lowest ratings while those in the 25-34 age range gave the highest ratings of Facebook’s 
performance in ensuring that people feel safe. For Facebook Messenger, the youngest age 
group gave lower ratings than those in the 35-44 and 55+ age groups.

4  Results shown are predicted responses, calculated from a regression analysis predicting that the signal 
is important based on age, gender, education, ideology, and country, each treated as a categorical variable. 
The baseline (based on the excluded categories) is a 55+ year old male with high education and middle 
ideology from the United States (except for WhatsApp, where the baseline is Germany).
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Platform Performance on the Signal by Education

For Google, Facebook, Facebook Messenger, and WhatsApp, ratings of the platforms’ 
performance on “ensuring that people feel safe” differed by education levels. For all four of 
these platforms, those with lower education levels gave higher performance ratings and 
those with higher education levels gave lower performance ratings for ensuring people’s 
safety.  
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Platform Performance on the Signal by Ideology

For all five platforms, responses differed by political ideology for platform performance 
on ensuring that people feel safe. For Google and Facebook Messenger, those on the left 
evaluated the platform’s performance more poorly than all of the other ideological groups 
and those who didn’t know their ideology evaluated the platform better than those with 
middle ideologies. For YouTube and WhatsApp, those on the right and who didn’t know their 
ideology believed that the platform was performing better with respect to this signal than 
those on the left or in the middle. For Facebook, those on the left evaluated the platform’s 
performance more poorly than those on the right. 
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Platform Performance on the Signal by Country

There was variation by country in evaluations of platform performance. The chart below 
shows how superusers rated the platforms’ performance in each country, controlling for 
age, gender, education, and ideology from “doing poorly” (0) to “doing well” (2). In general, 
those in South Africa and Brazil tended to say that the platforms performed well while 
those in the United States, United Kingdom, Germany, and Sweden thought they performed 
poorly. 
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Focus group 
report

We conducted two focus groups in each 
of five countries (Brazil, Germany, Malaysia, 
South Africa, and the United States). Please 
find more about the methodology here. Par-
ticipants were asked to reflect on their social 
media experiences and the proposed sig-

nals. With respect to this signal, participants 
made several observations. Please note that 
all names included are pseudonyms.

People were very concerned about the 
presence of pedophiles, stalkers, scammers, 

and others with 
bad intent on social 
media. They realized 
that they needed to 
protect themselves 
but also wanted 
platforms to do 
more. 
 
“Social networks 
might bring people 

A few months back, my daughter was telling me, 
‘I am going out.’ ‘With whom?’ ‘One of my friends 
from my online Twitter chat.’ ‘Do you know who  
that is? Do I know? Anyone from school?’ ‘No, this 
one is online.’ That is a big no-no. I was so shocked. 
It makes parents paranoid.” – Farah, Malaysian  
focus group participant

By Gina Masullo, Ori Tenenboim,  
and Martin Riedl,  
Center for Media Engagement
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https://staging.newpublic.org/uploads/2021/01/Method-for-focus-group.pdf


together but can also pull them away, can 
bring evilness too, so we have to wise up… 
especially with kids,” said Miguel, of Brazil. In 
line with this sentiment, Farah, of Malaysia, 
talked about the challenge of protecting his 
daughter: “A few months back, my daugh-
ter was telling me, ‘I am going out.’ ‘With 
whom?’ ‘One of my friends from my online 
Twitter chat.’ ‘Do you know who that is? Do I 
know? Anyone from school?’ ‘No, this one is 
online.’ That is a big no-no. I was so shocked. 
It makes parents paranoid.” 
 
Tracy, of the U.S., called on users to police 
themselves on social media: “Don’t go 
posting other people’s addresses, harassing 
them or stalking them. Have a free voice but 
within certain reasonable parameters. Say 
what you want to say, but don’t go beyond 
that because then that’s not free speech.” 
 
Other participants expected social media 
to do more to ensure users’ safety. Jéssica, 
of Brazil, felt platforms should do more to 
protect young people from pedophiles. 
“The owner of social media must establish 
the order, in order to be in a social medium, 

there must be limits. It’s not a madhouse,” 
she said.  
 
Walter, of Germany, thought that social me-
dia should make it harder for people to have 
fake accounts. “What annoys me more and 
more,” he said, “is that I don’t need to register 
with my real name but just with a nickname. 
And then I can stir up hatred on the internet. 
This is something that increasingly annoys 
me. I find that legislation should be changed 
in a way that leads to a better security frame. 
That you must register with your real name 
and perhaps identify yourself with your ID 
card or so. So, I would wish for some more 
protection.” 

I find that legislation should be changed in a way 
that leads to a better security frame. That you 
must register with your real name and perhaps 
identify yourself with your ID card or so. So, I would 
wish for some more protection.” – Walter, German 
focus group participant
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User demographics from survey

Based on the survey respondents across all 20 countries, we looked at the demographics of superusers. For 
example, of those naming Facebook as their most used social media platform, 45% are male and 55% are female.

APPENDIx
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Logo glossary

Facebook

Instagram

LinkedIn

Pinterest

Reddit

Twitter

YouTube

Facebook Messenger

KakaoTalk

Snapchat

Telegram

WhatsApp

Bing

Google

Yahoo

Social media Messaging Search engines

30 Welcome: Ensure people’s safety



© 2020 Civic Signals, a fiscally sponsored project of the 
National Conference on Citizenship. This work is licensed 

under a Creative Commons Attribution-NonCommercial 4.0 
International License. Credit must be given to both Civic 

Signals and the author or authors of this report.

http://creativecommons.org/licenses/by-nc/4.0/
http://creativecommons.org/licenses/by-nc/4.0/

