PRIVACY VERSUS PRODUCTS IN TARGETED DIGITAL ADVERTISING

THE ETHICS OF CUSTOMIZED AD CAMPAIGNS

Targeted advertising has become the norm in the past decade. While ads online were once either completely random or based on non-user-specific terms from search engines, today companies use targeted advertising to “aim their marketing based on everything from users’ sexual orientations to their moods and menstrual cycles” (Edelman, 2020). Through actions like following people’s activity on social media, remembering their buying habits, and even tracking when and where they use their devices, advertisers can learn a great deal about individuals – and then use that information to boost certain products, services, or even political campaigns that (presumably) align with their interests. As such, targeted advertising has been simultaneously hailed as the superior practice for advertising as well as denounced as a privacy-invading danger.

On one hand, targeted advertising is viewed as the best possible way for people to endure the ‘necessary evil’ of advertising at all. As Harvard business professor John Deighton remarks: “Nobody likes advertising… They just like what they get for free as a result of it” (Edelman, 2020). While most of us find it annoying when ads take up half of our dashboards, instead of our friend’s posts or content from creators we are actually subscribed to, the reality is that those ads are required to keep our social media platforms up and running at no cost to us. WIRED reports that “Google and Facebook, including their subsidiaries like Instagram and YouTube, make about 83% and 99% of their respective revenue from selling ads” (Edelman, 2020). If advertising was taken out of this picture, Deighton suggests that the Internet would instead be plagued with subscription walls and users would be forced to pay for the online connectivity we’ve so far enjoyed for free (Edelman, 2020).

Thus, if advertising is unavoidable, it makes sense to at least have advertising that is relevant to us. In fact, such targeted advertising can be helpful in many ways, rather than just tolerable. Where an ad for hearing aids is typically not useful to hearing people (unless they are purchasing for someone else), the same ad is significantly more helpful to a person with auditory loss – this is the kind of information that targeted advertising can use to help get the word out to the right parties. Such a situation may not be limited to products either. For example, a recent medical school graduate is unlikely to find an ad for a cashier position to be particularly relevant to them, nor would a high school student who needs a part-time job be interested in a full-time physician position at the local hospital. In this sense, targeted advertising can streamline both individuals’ job searches, helping them more quickly find employment that fits with their
On the other hand, targeted ads can have a variety of unintended, but nonetheless harmful, side effects. Take for instance, Gillian Brockell, a writer for *The Washington Post* who documented her traumatic experience with targeted ads in 2018. Brockell was pregnant and, like many expecting mothers, was receiving pregnancy-related ads on social media. However, when she tragically lost her baby, the maternity ads did not stop. Here, one can see how the limitations of targeted ads may affect a variety of Internet users. From those experiencing grief or alcohol-related trauma, to closeted members of the LGBTQ+ community and people with body-dysmorphia looking to avoid fad diets, targeted ads with too much private information about a person can quickly become a nightmare when that information is not utilized intelligently. Thus, Brockell pleads with tech companies that “if your algorithms are smart enough to realize that I was pregnant... then surely they can be smart enough to realize that my baby died, and advertise to me accordingly — or maybe, just maybe, not at all” (Brockell, 2018).

Moreover, targeted advertising may not just be harmful to individuals, but have the potential to reinforce inequality in society. In a study conducted by Northeastern University and the University of Southern California, multiple ads were found to be targeted in discriminatory ways based on user’s demographic information. For example, job ads for a lumber company were advertised by an audience that was 70% white and 90% men whereas cashier positions at a retail store were targeted to 85% women (Reike, 2019). Similarly, home-sale ads were viewed by an audience that was 75% white, despite this number being unrepresentative of the true demographics of users on Facebook (Reike, 2019). Here, targeted ads could be viewed as a participant in sustaining social problems like the wage gap and housing inequality.

Finally, targeted advertising introduces concerns regarding overall privacy and data collection. In 2019, Amnesty International polled nine countries and found that “77% of people are concerned about how tech companies profile internet users” (Amnesty International, 2020). While many Internet users share Congressman Ken Buck’s indifference that “I don’t really care if [social media platforms] tell fifteen tee-shirt companies that I’m out looking for a tee-shirt,” problems arise when that data is kept for too long without updates (as seen with Brockell) or it is used in unauthorized ways, such as Facebook’s Cambridge Analytica scandal (Edelman, 2020). At minimum, this data has potential to harm the mental and emotional wellbeing of individuals. At the extreme, authoritarian governments could implement this information in dangerous ways, as this data “show[s] them how to spread their lies efficiently, how to provoke fear and a feeling of insecurity in certain electoral districts, and whom to offer protection” (Reich, 2019).

Despite the problems associated with targeted advertising, proponents of the practice believe they are not set-in stone. Here, it is argued that adding certain regulations around the collection, storage, and sharing of personal data, as well as improving the algorithms to work more intelligently, can mitigate the issues surrounding targeted advertising. Even though there are currently no mandatory federal regulations, some changes have already been made online to allow users to customize their ad experience and block certain topics. On Facebook specifically, the social media platform has implemented new advertising policies where ads cannot “target people based on their medical history” or feature “content that tries to generate negative self-worth to promote diet or health-related products” (Nudson, 2020). However, while such measures are certainly a step in the right direction, they may not completely solve the provoking nature of certain advertisements, such as those relating to the work force or fertility. For example, though customization was already available in 2018 when Brockell was grieving, she explains...
that she could not figure out how to block the maternity content as “anyone who has experienced the blur, panic, and confusion of grief [would] understand” (Brockell, 2018).

In the end, targeted ads may be a significant upgrade from older methods of advertising that holds benefits to both marketers and users, but the detailed information required to make it work and the potential to cause mental and social harm have many questioning if the practice is ethical. As Orsolya Reich put it: “It is not that Facebook ads are not awesome. Indeed, they are. The question is whether they are worth it... I am happy that interesting ads pop up on my screen. But I am definitely not willing to pay for that with my democracy” (Reich, 2019). In an era of digital ubiquity where “most Americans are exposed to around 4,000 to 10,000 ads each day,” it is important that we carefully consider the impact such advertising has on us (Simpson, 2017). Where should the line be drawn between helpful and harmful targeted ads? Can these problems be solved with regulation and improved technology, or should the method be done away with completely?

Discussion Questions:

1. What are some examples of targeted advertising in a few different areas?
2. What are the conflicting interests at stake in targeted advertising? Why are they controversial?
3. How do data-driven targeted ads differ from the strategic placement of older forms of advertising?
4. Should users be responsible for protecting their information and avoiding the Internet if it is potentially triggering? Or should tech companies censor advertisements or allow users more control over what they do and do not want to see from advertisers?
5. What are the alternatives to targeted advertising? What are the benefits and drawbacks to switching to a different method? What would the aftermath of banning targeted advertising look like?
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